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Abstract

This paper shows that expert tutors adjust both their high-level policies and their lower-level strategies, based on assessments of student performance. This contrasts with previous reports that tutors do not use such sophisticated methods in their tutoring. The specific strategy adjustments that we find are consistent with the interpretation that expert tutors seek to aid weaker students in practicing problem solving skills, perhaps to build a new mental model of the domain, and seek to aid stronger students in diagnosing and correcting errors in their current mental model. These results have implications for better understanding of human tutoring, as well as for the design of effective intelligent tutoring systems. We believe that computer tutors should be designed to use student assessments to determine how they tutor as well as what they tutor.

Introduction

Previous studies on tutoring have claimed that application of different tutoring strategies is rarely directed towards diagnosing student modeling errors (Graesser, Person, & Magliano, 1995), and that a tutor's accurate assessment of the student's capabilities has been deemed largely irrelevant to tutoring effectiveness (Chi, Siler, & Jeong, 2004). Intelligent tutoring systems that have built cognitive models of the student have utilized their models to determine what subject areas to focus on in a tutorial session, but have not adjusted how they tutor. However, recent results have shown that expert tutors dynamically adjust their tutoring policies in response to changes in their assessments of student abilities (Cho, 2000; Cho, Michael, Rovick, & Evens, 2000); previous contradictory results may be explained by the fact that subjects in those cases were novice tutors who were experts in their subject, but inexperienced in tutoring.

Expert tutors plan constantly before and during tutoring sessions based on their previous experience with this and other students (Evens & Michael, 2006; Leinhardt & Greeno, 1986). In this paper, we distinguish between three levels of plans: high-level policies, which define the overall structure of the tutoring session, lower-level strategies, which are chosen dynamically during a session, to accomplish specific educational subgoals, and tactics, such as probing or hinting, which are used in many different strategies (discussed in Kim, Freedman, Glass, & Evens, 2006). The strategies used in our analysis include summarizing, explaining via analogy, moving forward in a chain of causal reasoning, and so forth. Strategies typically involve several turns in the dialogue, while tactics usually involve just one. Policies are usually set for a whole stage in a problem, or even a whole problem, or a whole session. We set out to analyze how tutors select different strategies to implement different policies for different students with the goal of increasing our understanding of how tutors adapt their tutoring strategies as well as their choice of material based on student assessment.

The research described in this paper originated in an accidental discovery by Byung-In Cho, when he was attempting to model tutor assessments of student performance (Cho, 2000; Cho, Michael, Rovick, & Evens, 2000). Cho set up several modeling criteria including success in the current discussion (more than half of the student's responses to tutor questions are correct) and the percentage of correct predictions made by the student in the current stage. He decided to test these criteria using a set of nine two-hour long tutoring sessions carried out in 1992, just at the point where the expert tutors had defined a new tutoring policy for Version 2 of CIRC-SIM-Tutor. In the original Immediate Feedback (IMF) policy, the tutor helps the student solve the problem step by step, commenting immediately on every student input, good or bad. In the new V2 policy, the tutor attempts first to build up a model of the student's understanding, by asking the student to predict the qualitative changes in all the important variables in the model of the baroreceptor reflex, and then to gear tutoring to correcting any misconceptions that the tutor diagnoses. Michael and Rovick planned the series of human tutoring sessions studied here to provide us with samples of tutoring language using the V2 policy for use in building the system.

Cho observed that the tutors, in spite of their commitment to provide examples of the V2 policy, sometimes abandoned the V2 policy in favor of the IMF policy. We had never noticed these policy switches and were startled to see them. With the help of the machine learning program, C5.0, Cho was able to establish that switches from V2 to IMF occurred when and only when the student failed to achieve success in discussion, made repeated errors in determining the primary variable, or made more than two prediction errors in the
current phase. Switches from IMF back to V2 occurred at the beginning of a new phase after the student started to perform better.

It was decided that if we were going to implement this kind of adaptation we needed to study the strategies used by our human tutors and discover how the choice of a tutoring policy determined the choice of strategies used.

The expert tutors were Joel Michael and Allen Rovick, Professors of Physiology at Rush Medical College; the students were first-year medical students who were typically highly competent at memorizing new material, but often experienced difficulty when they had to apply this information to new situations; they therefore needed to practice using qualitative reasoning to solve problems. The tutors presented the student with a problem, a perturbation in the blood pressure, and instructed them to enter predictions regarding qualitative changes in seven important cardiovascular variables in a prediction table (Rovick & Michael, 1992). After the predictions were entered, the tutor began a Socratic tutoring dialogue with the student in natural language, to help remedy prediction errors.

The overall tutoring process was divided into three stages corresponding to the three stages in the blood pressure stabilization process: the Direct Response (DR) period before the reflex kicks in, the Reflex Response (RR), and the new Steady State (SS) attained after a few minutes. In addition, the tutor made certain that the student began by correctly identifying and predicting the behavior of the primary variable, the first variable to change in the DR phase. A mistake at this point could result in the propagation of errors throughout the Prediction Table. A series of experiments with CIRCSIM-Tutor (Evans & Michael, 2006; Michael, Rovick, Glass, Zhou, & Evens, 2003) demonstrated that using the system for an hour produces learning gains significantly greater than those produced by reading targeted text for an hour (cf. VanLehn et al., 2007). This system is now in routine use at Rush Medical College.

The strategies identified in the sessions studied are similar to those identified by other researchers (Fox, 1993; Chi, Siler, Jeong, Yamauchi, & Hausmann, 2001; Graesser, Person, & Magliano, 1995). But like Fox we have found some relatively sophisticated strategies.

- **T-does-neural-DLR (DLR)** A directed line of reasoning explaining why neural variables do not change in DR.

- **T-tutors-via-determinants (DET)** An interactive exposition of a fundamental causal reasoning process based on analysis of determinants of the current variable.

- **T-moves-forward (MVF)** The tutor asks for the next step in the reasoning process.

- **T-prompts-start (STA)** Gives the student a boost at figuring out what to predict first.

- **T-explores-anomaly (EXA)** Helps the student understand what happens when two determinants move in opposite directions.

- **T-shows-contradiction (CON)** Asks the student a series of questions that demonstrate that his or her prediction is impossible.

- **T-diagnoses-error (DIA)** Asks the student to explain his or her reasoning and then debugs the response.

- **T-tutors-via-analogy (ANA)** Proposes a helpful analogy and asks the student to make an inference based on it.

- **T-tutors-algebraic approach (ALG)** Explains how to make SS predictions by computing a logical sum of DR and RR predictions.

- **T-tutors-via-deeper-concepts (DPR)** This strategy discusses the biochemistry or anatomy underlying a change.

- **T-tutors-the-rules-of-the-game (ROG)** This strategy explains the cause and effect relationships involved in the baroreceptor reflex.

- **T-summarizes (SUM)** Summarizes the current state of the variables under discussion or gets the student to do so.

- **T-tutors-logical-order (LOG)** Helps the student figure out what happens to each determinant before predicting a new result.

- **T-probes-correct-answer (PRO)** Begins with a probe just like T-diagnoses-error, but ends with an assurance to the students that inputs will be handled carefully.

- **T-tutors-the-rules-of-the-game (ROG)** Explains assumptions about the domain model and about the tutoring model.

- **T-tutors-misconception (MIS)** Tries to provide an alternative interactive explanation.

More detailed descriptions of all but the last three of these strategies can be found in (Kim, Freedman, Glass, & Evens, in press).

**Hypotheses**

As we started to examine the distribution of strategies in different policies we began to develop hypotheses about the underlying tutor choices.

It was hypothesized that, for weaker students, tutors would tend to choose to assist them in creating a new domain model from scratch, either because the students lacks one, or because the student models are too far off the mark for reasonable diagnosis or correction to be possible. For stronger students, tutors seek to diagnose more localized bugs in student domain models, and help students correct such bugs in a focused manner. We therefore anticipated that:

1. The IMF policy, preferred by expert tutors for weaker students, would focus on helping the
student practice solving basic problems; hence, strategies used in IMF would be those that quickly moved the student through problem solving: Prompts-Start, Moves-Forward, Logical-Order, and Tutors-via-Determinants. As well, we expected to see more strategies overall in each tutoring phase.

2. The V2 policy, preferred for stronger students, would employ fewer problem solving strategies, and instead would use more diagnostic and model-corrective strategies, such as Tutors-via-Analogy, Shows-Contradiction, or Probes-Correct-Answer.

Data and Methodology
The data examined in this study came from nine tutoring sessions carried out in November 1992. The tutors were Allen Rovick and Joel Michael; the students were volunteers from their first-year class in Human Physiology. Tutor and student were typing on computers in two separate rooms communicating through telephone modems. The interaction was recorded on the hard drive by CDS, the Computer Dialogue system, written by Jun Li (Li, Seu, Evens, Michael, & Rovick, 1992). CDS enforced turn taking, but allowed one party to interrupt the other. The nine transcripts are numbered K30-K38.

Rovick served as the tutor in five sessions, K30-K34, and Michael in the other four, K35-K38. The tutors taught the same two problems in each session, but alternated so that the problem that was second in one session was first in the next. Typically, each problem was taught in three phases, DR, RR, and SS, but sometimes the tutor skipped phases for lack of time. Although the tutors produced these tutoring sessions largely so that we could analyze them and use the results in our research, they were not satisfied themselves with their own primary variable tutoring and suggested that we not use that portion of the data. As a result, portions of the sessions that involve primary variable tutoring were not used in this study. We also excluded student initiatives and tutor response strategies, which were studied in (Shah, Evens, Michael, & Rovick, 2002). Thus the dialogue studied is entirely tutor directed.

Our methodology was simply to mark up transcripts from human tutoring sessions in SGML and then count the strategies used in each phase. This technique was used by Pilkington (1999) and by the Dialogue Research Group under the leadership of Johanna Moore and James Allen (Allen & Core, 1997). A previous study of tutorial dialogues involving the same two tutors was based primarily upon sessions that follow the V2 policy (Kim et al., 2006).

Two of the authors classified and marked up the policies and strategies in nine keyboard tutoring sessions, K30-K38. The first eight keyboard sessions, K1-K8, using the IMF policy, were used as training material. K1 was jointly marked up and a list of the strategies found compiled. K2-K4 were marked up separately, with only a marginal level of agreement. Sessions K5-K8 were searched for further examples of these strategies and the borderline cases discussed extensively. All but three of the strategies discovered appear in Kim et al. (2006). A manual was written, adding three strategies to the ones described by Kim, with definitions and examples to assist in the markup process.

Most of the strategies on our list are described in detail by Kim et al. (2006), but three of those found in the sessions studied do not appear in that paper: T-probes-correct-answer, T-tutors-logical-order, and T-tutors-ROG. The T-probes-correct-answer strategy is very much like the T-diagnoses-error strategy. In both cases, the tutor starts by asking the student how a particular prediction was made, or why the student made this prediction. The difference appears at the end; in the T-diagnoses-error strategy the tutors asks for a new prediction. It was expected that T-tutors-logical order would be much more common in the IMF policy than in the V2 policy, because there is much more emphasis on discussing the complete problem with the student. Finally, it was thought that the T-tutors-rules-of-the-game strategy might be more likely to occur with the IMF policy, because the weaker students might experience more difficulty understanding the rules of the game. Also included in the Rules-of-the-Game category were requests that the student reread the problem description, or other reminders to consider the original problem.

Work on K30-K38 began by dividing the sessions into phases and the phases into separate tutoring episodes. Without mentioning the strategy names, the episodes were divided into separate territory for each strategy before starting the classification process. The strategies in all nine sessions were marked up separately, with agreement on 235 and disagreement on 10. Computation of Cohen’s kappa (Carletta 1996; Di Eugenio 2000), showed significant inter-rater reliability with kappa=0.95.

Results
Full results are given in Table 3; statistical significance was tested, where appropriate, using a one-sided t-test assuming unequal variances. Examining differences in individual strategies, our hypothesis that the Move-Forward strategy would be more frequent under the Immediate Feedback (IMF) policy was supported. There were 75 in the 15 IMF phases (a mean of 5 per phase), but only 15 in the 31 V2 phases (giving a mean of 0.48); this difference is highly significant with p<0.0001. There were five examples of T-prompts-start under IMF, but none under V2; this difference is significant with p<0.05. Finally, there were 6 examples of T-tutors-logical-order under IMF and only 3 under V2. The t-test gives significance with p<0.05, but with this small N, this conclusion is merely suggestive. On the other hand, the hypothesis that tutoring via determinants would be more common under IMF policy was incorrect, however—there are 7 examples under V2 and 5 under IMF. We believe that this is because the tutors generally favor this strategy because it emphasizes the style of causal reasoning that they want students to internalize, and so it appears in many sessions.

Many of the other strategies seem to be evenly distributed between the two policies. Diagnosing an error turned out to
be the most frequent strategy after moving forward with 26 examples split 15 to 11. Of course, this is something the tutor needs to do under any policy. The third most common strategy was summarizing, with 18 examples split 10 to 8. The fourth most frequent strategy was tutoring via the negative reflex, a core concept here, with 12 examples, split 7 to 5. Exploring anomalies was split 3 to 3. So was returning to the prediction table. Various approaches to tutoring the problem-solving algorithm seem to be divided fairly evenly, such as tutoring in a logical order and tutoring the algebraic approach to solving SS.

As expected, though, several of the strategies that require more sophisticated understanding from the student are more frequent under V2. There were 11 examples of tutoring via analogy under V2 and only 2 under IMF. Applying Fisher’s Exact Test to the matrix in Table 1 demonstrates a significant difference with \( p < 0.05 \).

There were six examples of probing a correct answer under V2 and three under IMF. Fisher’s Exact Test on the matrix in Table 2 gives a possibly suggestive \( p \) of 0.089.

We eliminated the three strategies with the lowest N from Table 3 to save space (thus the total shown there is 225). There were four examples of tutoring by contradiction under the V2 policy and none under the IMF policy. The binomial test and Fisher’s Exact Test both give a probability of 1/16 or 0.0625 for this outcome. The strategies tutoring via deeper concepts and tutoring a misconception each occurred only three times, but those three times were all in V2 sessions (one each in three different sessions for both of them). This pattern of occurrence has a probability of 1/8 or 0.125, so these results are only suggestive, but taken in combination they suggest that the tutors deliberately choose to use these strategies with the higher-performing students.

Turning to an overall look at the immediate feedback policy, it was observed that five of the sessions involved policy breaks from the V2 policy to the IMF policy and four did not. As its definition implies, tutoring with IMF takes longer. It is therefore unsurprising that all of the occasions when material was skipped are associated with IMF. Furthermore, many more tutoring strategies were deployed when this policy was in use. The average number was 9.06 per tutoring phase vs. 3.19 per phase for the V2 policy and a t-test showed that this difference was significant at the 0.0001 level \( (p=3.57 \times 10^{-8}) \).

**Discussion**

As noted above, some previous studies (Graesser, Person, & Magliano, 1995; Chi, Siler, & Jeong, 2004) did not find student assessment or sophisticated tutoring strategies useful in tutoring. In contrast, during the 18 hours of tutoring examined here, many sophisticated strategies were deployed by expert tutors, who tuned both policy and strategy on the basis of changing student assessments. We believe that previous studies did not see such phenomena because they employed novice tutors, rather than experts. Glass, Kim, Evens, Michael, & Rovick (1999) have found a number of striking differences between expert and novice tutors. Novice tutors produce much longer turns; experts make their students talk instead. Novice tutors give their students the answer; expert tutors make the students do the work. Novice tutors introduce extraneous concepts; experts focus on the problem.

The results we present here show how expert tutors dynamically switch their tutoring policies and strategies to match their assessments of student abilities. One of our next steps is to translate these results into plans in Freedman’s (2000a, b; 2001) APE planner and add them to the repertoire of plans already in CIRCSIM-Tutor. After implementing both policies together with policy-switching methods, we can examine which policy, or combinations of policies, is most effective for which sorts of students. As well, we can investigate the development of more sophisticated tutoring policies and switching mechanisms.

Further data analysis is also crucial; a couple of the results in this paper are borderline significant, and analysis of more tutoring sessions will enable us to further elucidate any effects. Such analysis will also enable us to address another research goal—examining whether tutoring has an effect on student language as well as on student problem-solving. Do tutoring dialogues succeed in teaching the sublanguage of physiology, or the sublanguage of causal reasoning? We have never carried out the necessary study, but examining these sessions has made us realize that they contain much evidence of language teaching, as the tutors rephrase student answers in a more domain-appropriate style and call for conversational repair. Such a study would have implications both for the design of more effective ITS as well as possibly for training more effective human tutors.

**Conclusions**

These results clearly show how expert tutors change both their tutoring policy as well as their lower-level tutoring strategies, in response to changing assessments of student competence. For students assessed to be weaker, tutors switched to a policy and strategies designed to drill students in problem solving, ignoring any mental domain models that students may have developed. For students assessed to be stronger, tutors used a policy and strategies designed to
probe and correct students’ mental models. Such strategies generally require more sophistication from the student, and so are more appropriate for higher performing students. We believe that these results have implications for the use of student modeling in ITS, in that such models should be used to modulate how tutoring is done, not just what material is to be focused on.
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Table 3. Frequency counts of specific tutoring strategies and policies in expert tutoring sessions. Each row represents a separate phase in the tutoring process in a particular session. POL denotes the policy used during the phase, and the other columns give the number of times the individual strategies occurred in the phase.

<table>
<thead>
<tr>
<th>PHASE</th>
<th>POL</th>
<th>DLR</th>
<th>DET</th>
<th>MVF</th>
<th>STA</th>
<th>EXA</th>
<th>DIA</th>
<th>ANA</th>
<th>ALG</th>
<th>PRE</th>
<th>NGR</th>
<th>SUM</th>
<th>LOG</th>
<th>PRB</th>
<th>ROG</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>K30DR1</td>
<td>V2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>K30RR1</td>
<td>V2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>K30SS1</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>K30DR2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>K30RR2</td>
<td>V2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>K30SS2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K31DR1</td>
<td>V2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>K31RR1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>K31DR2</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>K32DR1</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>K32SS1</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K32DR2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K32RR2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K33DR1</td>
<td>V2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>K33RR1</td>
<td>V2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K33SS1</td>
<td>V2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K33RR2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>K33SS2</td>
<td>V2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K34DR1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>K34RR1</td>
<td>IMF</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K34SS1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K34RR2</td>
<td>IMF</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>K35DR1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>K35SS1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>K35RR1</td>
<td>IMF</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>K35DR2</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>K35SS2</td>
<td>IMF</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>K35RR2</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K36DR1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>K36DR2</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>K36SS1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>K36RR1</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>K36SS2</td>
<td>IMF</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>V2</td>
<td>5</td>
<td>5</td>
<td>15</td>
<td>0</td>
<td>3</td>
<td>15</td>
<td>11</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>89</td>
</tr>
<tr>
<td>Total</td>
<td>IMF</td>
<td>4</td>
<td>5</td>
<td>75</td>
<td>5</td>
<td>3</td>
<td>11</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>136</td>
</tr>
<tr>
<td>TOTAL</td>
<td>ALL</td>
<td>9</td>
<td>12</td>
<td>90</td>
<td>5</td>
<td>26</td>
<td>13</td>
<td>5</td>
<td>6</td>
<td>12</td>
<td>18</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>225</td>
<td></td>
</tr>
</tbody>
</table>